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Protein design based on the relative entropy
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An approach to protein design is proposed based on the relative entropy and a reduced amino acid alphabet.
In this approach, the relative entropy is used as a minimization object function. The method has been tested on
a real protein’s off-lattice model successfully, and the results are similar to those obtained from other design
studies. It can be applied as a uniform frame for both folding and inverse folding of protein. An iterative
calculation method of the ensemble average of the contact strength is proposed at the same time.
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I. INTRODUCTION

One of the most important problems in molecular biology
is protein design [1-3]. When a new conformation is preas-
signed, amino acid sequences that can fold into the given
conformation need to be identified; this is called protein de-
sign (or inverse folding). It concerns which sequences can
fold and how, into the target conformation. This issue has
enormous practical and theoretical significance.

Some proteins have been designed de novo and tested
experimentally, but this is mostly limited to small protein.
Theoretically, protein design is mainly based on the match-
ing of sequences and structures. There are two models
mostly used in protein design; one is a detailed model based
on the atomic level, and the other is a simple model based on
the amino acid backbone. In the simplified model of the pro-
tein, side chains are either replaced by effective atoms or not
represented at all. Therefore, the simplified model of a pro-
tein has fewer degrees of freedom than the atomic level rep-
resentations of proteins. It is possible to get a larger variation
in sequence or in backbone conformation. A coarse-grained
model is used in this paper to simplify the calculation.

As for the energy function describing the interactions in a
protein, it can also be distinguished: one type is an atomic
level energy function, based on physical principles, and in-
cludes covalent bonds and nonbonded interactions; and the
other energy function is based on statistics, at the amino acid
level, such as the Miyazawa-Jernigan (MJ) matrix [4,5].
There are two difficulties for the atomic level potential func-
tion used for protein design [6]. First, it is not practical to get
the free energy difference between native and non-native
states since free energies are difficult to calculate computa-
tionally through a search of conformation space. Second,
these functions often come from fits to small-molecular data;
although they are useful, their use is limited in protein fold-
ing and protein design. The most common contact potential
used for protein design at the amino acid level is the MJ
matrix. This set of potential parameters was derived statisti-
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cally from real proteins, based on the frequencies of residues
appearing in the protein. A predigested form of the MJ ma-
trix is used as the energy function in this paper.

The search methods used in protein design can be classed
into two categories. One is stochastic methods, such as the
Monte Carlo (MC) method and genetic algorithms. In these
methods, the sampling of the sequence space is semirandom
and moves toward low-energy sequences. Some appropriate
algorithms for numerical calculation based on the MC
method have been recently proposed [1-3,7], such as the
design technique carried out by Shakhnovich and Gutin (SG)
[8-10]. A dual MC procedure was devised by Seno et al. and
tested within the framework of two simple lattice models in
two dimensions [7]. It is found that their procedure is more
successful than the SG method. Although this design tech-
nique leads to a higher design success in principle, it will
take considerable CPU time to explore the sequence space
and therefore the method is difficult to apply to a larger
system. The other category of design methods is determinis-
tic algorithms, such as the dead end elimination algorithm
and mean field algorithm [11-13]. These methods perform
semiexhaustive searches in the sequence space. In this paper,
the search of the sequence space is performed by a quasipar-
allel arithmetic so that the design calculation is not time
consuming.

In terms of the characteristics of the 20 types of amino
acids, the number of possible amino acid types can be re-
duced, and then the search in the sequence space will be
simplified in the computation of protein design. In theoretical
studies, different simplified models have been considered
[14,15]. A simple example is the hydrophobic-hydrophilic
(HP) model [16], used in both protein folding and protein
design. Despite the success of some algorithms of protein
design tested in the HP model, the HP model is problematic
when it is used for doing a fold or design study. A design for
a longer sequence (48-mer) with the HP model was not suc-
cessful [17]. The decoys often have a noncompact conforma-
tion with a lower energy than the target conformation [17].
Shakhnovich has pointed out that design schemes will fail
occasionally for a HP model, but when more types of amino
acids are involved in the model, the situation will get better
[18]. It becomes easier to get a funneled energy landscape
with a more realistic multiple-letter model. So, motivated by
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these ideas, protein designing is carried out based on a re-
duced amino acid alphabet including more than two classes.
As an attempt, a model with three classes of amino acids,
named the hydrophobic-hydrophilic-neutral (HNP) model, is
used in this work.

A self-consistent knowledge-based approach to protein
design was developed by Rossi et al. [19], in which the 20
types of amino acids are subdivided into three classes, i.e.,
hydrophobic, neutral, and charged classes. The energy func-
tion includes the pairwise interaction and three-body interac-
tions. Through the minimization of the energy function, the
results of the design procedure obtained were similar to ho-
mologous sequences. The key sites for the folding process
also can be identified in agreement with the experiment data.

A method based on the relative entropy to study real pro-
tein folding using the off-lattice model has been developed
by our group, which has been applied successfully [20].
Then an algorithm for protein design based on the relative
entropy and the HP model has been proposed [21,22], in
which the relative entropy instead of the Hamiltonian is used
as a minimization object function. Better results were ob-
tained compared to other studies with the HP model. How-
ever, in the previous work, deducing the ensemble average of
the contact strength [(A(r;,—r;)),] is under certain conditions
limited to the HP model [21,22], and a cursory approxima-
tion of (A(r;—r;))o has a relation to the sequence and the type
of the object structure. In addition, the approximation calcu-
lation of (A(r;,~r,)), cannot be used for other models. In this
paper, the algorithm is extended from the HP model to the
HNP model with an off-lattice model of real proteins, and an
iterative calculation of the ensemble average of the contact
strength is proposed at the same time. In this case, the short-
coming of the calculation method used in the design based
on the HP model will be corrected.

The present paper is organized as follows. First, the algo-
rithm based on the relative entropy and the HNP model is
introduced briefly. Then the algorithm is examined on a
group of 20 real proteins and the results are discussed. Fi-
nally, the conclusion and remarks are presented.

II. THEORY AND METHOD

The total potential energy of a protein takes the form of a
sum over all pairwise interactions with a distance-dependent
decay term. Assuming H(r,s) is the Hamiltonian of a protein
system, it can be expressed as

N
Hirs) =~ S UlspspA(ri— 1), (1)

ij#i

where N is the number of residues in the chain, U(s,-,sj
determines the magnitude of the contact potential between
the residues i and j, S=(s;,5,,...,s,) is the sequence of a
protein, and A(r;—r;) is the contact-strength function which
defines the range of the contact potential. Here r; and r; are
the coordinates of the ith and jth residues. As an object func-
tion, the relative entropy G can be written as [21,23]
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P (r%ys) ) 2)

G(s) = ; Pa(ra,s)ln(m

where the subscript @ means the object conformation. For a
sequence {s}, Py(r,s) is the probability that the molecule
adopts the conformation {r}:

1
Po(r,s) = —-e 0, (3)
Zy

where ZO=E{,}e"8H(”‘Y) and the sum is done over all possible
conformations. P, means the probability that the molecule
has a given conformation {r}:

1
Po= e P16, e, 4)

a i

where ZazE,e‘BH(”)Hiﬁri,,_a-5,1.’,:_1 is the Kronecker delta
function; when r;=r{, 5,1_,,4;1, otlherwise, 5,I_y,q=0.

The protein design can be carried out by lsearching the
sequence space through minimizing G to find an optimal
sequence {s;} for a given object conformation {r{}.

The numerical iteration formula can be written as [21]

aU(st,s*
sf-‘“ _ sf-‘ - 7]52 [A(r{ = r;k) —(A(r; - rj))o](?) ’

j#i
(5)

where the superscript k represents the kth iteration,
B=1/RT, T is the absolute temperature, R is the general gas
constant, and (A(r;—r)), is the ensemble average of the
contact-strength function over the probability distribution
Py(r,s). The parameter 7 is an adjustable parameter with a
value between 0 and 1 for controlling the iterative conver-
gence speed. r{ is the coordinate of the ith residue in the
object conformation and r; corresponds to the coordinate of
the jth residue of a protein with any conformation.

A simple HNP model, in which amino acids are subdi-
vided into three classes, is chosen for this algorithm. In the
HNP model, hydrophobic residues (H) include Cys, Phe, Tyr,
Trp, Met, Leu, Ile, and Val; the hydrophilic ones (P) include
Asn, His, Gln, Glu, Asp, Arg, and Lys; and the remaining
residues, such as Gly, Pro, Ala, Thr and Ser, are considered
the neutral ones (N) [24]. According to the frequencies of the
20 kinds of amino acids in nature, the existing proportion of
hydrophobic amino acids can been deduced as 33.56%,
33.39% for hydrophilic ones, and 33.01% for neutral ones. It
shows that these three classes have the same frequency in the
HNP model. So the calculation of the design can start with a
random sequence including three classes of amino acids with
the same probability. In addition, if the success rate is calcu-
lated based on a random sequence without optimization with
this design method, its value is about 33%.

As for the protein, a coarse-grained model is used in this
paper. Every amino acid is simplified as a node, 0.3 nm from
a C, atom, located on the line linking C, and Cg atoms (in
other methods, it also can be the geometrical center of the
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sidechain or a coordinate of its Cg or Cyz atom). For Gly
without a C g atom, the coordinate of the C, atom is used to
locate the amino acid.

Define s;=1 for the hydrophobic residue, s;=—1 for the
hydrophilic residue, and s;=0 for the neutral one. For the
HNP model, the contact potential U(s;,s;) between residues
can be expanded as

l’]

app dpp dp 1
2
Ls;s9)| ax an ax || ;. (6)

2
dsp dsp aszz/ \S;

U(Si’sj) =(

where a;; is the parameter determined by the certain potential
function for the algorithm.

The statistical potential of the interactions between amino
acids, the MJ matrix [4,5,25], is divided into nine submatri-
ces according to the HNP model. For every submatrix, the
arithmetic average of the matrix elements is computed,
which means the interactions between three classes. The re-
sults are as follows:

H N P
H -5733 -3.639 -3.218

: (7)
N -3.639 -2.010 —1.669
P -3218 -1.669 -1.651

According to Eq. (6), we can get
ap ap apg |\l
UHH: U(l, 1):(1 1 1) dj) djyp djrs 1 |=-5.733.

azy ay axy/\1

()

With other expressions of Uyy, Uyp, Unp, Uny, and Upp, the
values of a;; in Eq. (6) can be calculated and shown as

-2.010 -0.985 -0.644 \[1
Us;s) = (1 s; D) —0.985 —0.237 —0.0355 || ;
-0.644 -0.0355 -0.157 ) \s;

)

The potential function obtained from the arithmetic aver-
age satisfies the following condition [4,25]:

U(i,i) + U(j,j) <2U(i,)). (10)

In the present work, the range of the contact potential is
defined as [26]

1
r;; < Inm, and abs(i—j)>1

A(ri—rj)= 1465 U
0 otherwise
(11)

As to the calculation method of (A(r;—r;))o, which is the
ensemble average of the contact strength over the probability
distribution P, for all the conformations [21], it is very dif-
ficult to give a rigorous solution or even a precise estimation.
A cursory approximation of (A(r;—r;)), is given by Liu ez al.
[21]. Nevertheless, this approximation is deduced a certain
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condition: the interaction between the ith and the jth residues
is ignored [21]. The deduction of the cursory approximation
of (A(r;—r;))o also neglects some long-rang interactions be-
tween residues and eliminates the dependence on the object
sequence [22]. The approximate calculation of (A(r;—r;))
cannot be extended to other models.

To overcome the shortcoming of the approximation calcu-
lation and get a more precise value of (A(r;,—r;)),, an itera-
tive calculation method is proposed in this paper.

From Eq. (5), we can get

di=—nﬁ{E[A<r - <A<r,,>>o]%ﬁ} (12)

d J#i i

When the iterative calculation is convergent, the value of Eq.
(12) should be zero, i.e.,

{E[A(r“r% Alr, >>OJM} 0. (13)

j#i ds;
Since
au
by <A(r,,)>o —Ae0S Z =S A (14
J#i i J#i os; J#i sl
we get

(?U/(?S,-
A= 2 Ao
j#i E oU/ds;
J#Fi

(15)

In Eq. (14), the subscript s means that the value of (A(r;
—1;))o is correlative with the designed sequence. To eliminate
the dependence on i, Eq. (15) can be written as

oU/ds;
£ Ao ——. (16)
i j#Fi 2 (9U/(9Si

J#Fi

<A(rij)>Os N

For making the computing program, Egs. (11) and (16)
are substituted into Eq. (5), which is iterated from a random
sequence {s(o)} The detailed program flow is as follows.
First, dU/ ds;/ 2 ;,;0U/ ds; can be deduced with the analytlcal
form of U(s;,s;) and the stochastic sequence {s "} There-
fore, the value of (A(r;;)),s can be calculated from Eq. (16).
Second, substituting the value of (A(r;)),, into the iterative
computation expression Eq. (5), we get a new sequence and
one iterative round of calculation is finished. Third, if the
sequence is not convergent, a new iterative round will be
started with the calculation of the new value of (A(r;)),,
from the sequence in the previous round. The calculation will
end when the iterative round converges at a unique sequence
that has no change in two proximate iterative rounds.

In the kth round, the value of S¥*' computed from Eq. (5)
will not be equal to 1 or 0 or —1. In order to let S¥*' convert

to 1, 0, or —1, we give a rule in the next equation as
+1 sH'>05,
=40, abs(Si*) <05 (17)
-1, sH'<_0s5.
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TABLE 1. The calculated results for 20 proteins.

Protein ID Residue number Success rate (%)
laaj 105 44
laba 87 40
laps 98 44
1bba 36 50
lecd 136 47
2lzm 164 46
lerv 105 56
lhel 129 53
lifb 131 46
1192 162 47
Imbd 153 45
losa 148 51
1ra8 159 45
lycc 108 44
1bbl 37 43
2hpr 87 45
3rn3 124 49
3ebx 62 50
Scpv 108 54
9pap 212 42

The converged predicted sequences of proteins are com-
pared with the experimental sequences of proteins. Then, the
success rate can be calculated, is defined as the percentage of
the correct classes of amino acid residues predicted with our
protein design procedure compared to the total residues.

III. RESULTS AND DISCUSSION

We selected the same 20 proteins used by Micheletti et al.
[26] to test our method. The deepest descent algorithm for
minimization has a common problem that the predicted re-
sult is dependent on the initial sequence. The results shown
in this paper are arithmetic averages of 50 000 independent
design calculations. Table I reports our calculated results for
the 20 proteins. It is found that the average successful rate
obtained from the method based on the relative entropy and
the HNP model is similar to that obtained by Rossi et al.
(40-55%) [19]. Therefore, the design method presented in
this paper is feasible.
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For the HNP model, the success rate of a random se-
quence is about 33%. However, the success rate is improved
to 40-55% through our design approach based on the relative
entropy and the HNP model. It is found that the success rate
of the HNP model is decreased when the third neutral class is
added into the HP model in which the success rate is about
75%. However, the success rate of the HNP model is about
20% higher than the rate for a random sequence.

Naturally occurring homologous sequences, with almost
the same steric conformation, have a very low degree of
similarity, about 30% [27]. When a predigested alphabet of
amino acids is used, the homology threshold will changed to
about 55% [19]. This value is very close to the best result
obtained with our method.

In this paper, a design method based on the relative en-
tropy is performed on the HNP model. It should be noted that
this method also can be used with other models, including a
model with more than three classes of amino acids. The it-
erative calculation method of (A(r;—r;)), proposed in our
work can overcome the shortcomings of the approximate cal-
culation. There is no limitation for this iterative calculation
method; it can be used as a general method for the calcula-
tion of (A(r;—r;))y in protein design.

IV. CONCLUSION

A protein design approach based on the relative entropy
and the HNP model is proposed in this paper. The results
obtained from this method are similar to those of a recent
design study. An iterative calculation method of (A(r;—r))),
is used in the present work. In this method, when the se-
quence space is searched, the conformation space is searched
implicitly at the same time through the calculation of (A(r;
—7;))- But the design calculation is not time consuming.
This method can be applied to large molecules and an off-
lattice model of real proteins.

In addition, the potential function used in this work is
calculated with a coarse approximation and is not precise
enough. It is expected that a better success rate will be ob-
tained after finding a more precise potential function. Such
work for providing a potential function is currently under
way.
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